Abstract—We describe and analyze a co-design of algorithm and software for high-performance simulation of a partial differential equation (PDE) numerical solver for large-scale datasets. Large-scale scientific simulations involving parallel Fast Fourier Transforms (FFTs) have extreme memory requirements and high communication cost. This hampers high resolution analysis with fine grids. Moreover, it is difficult to accelerate legacy Fortran scientific codes with modern hardware such as GPUs because of memory constraints of GPUs. Our proposed solution uses signal processing techniques such as lossy compression and domain-local FFTs to lower iteration cost without adversely impacting accuracy of the result. In this work, we discuss proof-of-concept results for various aspects of algorithm development.
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I. INTRODUCTION

Scientific simulations developed in Fortran are used to study and model physical phenomena in many fields including physics, biology and materials science. These Fortran legacy codes are handed down and often evolve over the course of decades because rewriting them from scratch is both risky and costly. Discrete models are simulated on refined grids for high resolution analysis of interesting phenomena. However, refining a grid increases the scale of the problem, and the scaled implementations of old codes face significant memory and communication bottlenecks on modern multi-core machines. For example, large-scale FFT-based PDE solvers face limitations in scaling because all-all communication in parallel FFTs dominates runtime [1]. Hardware platforms such as Graphical Processing Units (GPUs) provide a lot of compute power and are a relatively inexpensive alternative for large computing clusters. But high memory requirement of Fortran code prevents GPUs from being used since they have small on-chip memory (less than 16 GB). How can legacy scientific simulations be scaled to larger grid sizes using modern hardware such as GPUs?

First, it is necessary to recognize that a co-design of algorithm and software is required to achieve maximum performance on modern hardware platforms [2]. Algorithms which address the issue of high communication must be developed using knowledge of hardware, while software design must take into account tolerable approximation error and potential savings in resources used. To show our approach towards developing such a co-design solution, we consider a particular simulation of stress-strain in composites, the Moulinec Suquet Composite (MSC) Basic Scheme. In this scheme, a PDE is solved iteratively using FFT-based convolution with the Green’s function corresponding to the PDE, which is rapidly decaying in space domain but dense in Fourier domain [3]. Table I shows the projected memory requirement for various simulation sizes based on knowledge of the program’s output sizes.

**Contribution.** In this paper, we present an algorithm design for heterogeneous platforms, MSC Alternate Scheme. Highlights of the method are:

1) Irregular domain decomposition
2) Lossy compression
3) Domain-local FFTs on different parts of the 3D volume.

(1) uses the observation that irregular grains are highly compressible domains because of the smooth-varying fields within them. (2) uses splines to compress data and hence reduce communication overhead. (3) ensures that convolutions can be performed on the limited memory of a GPU.

**Synopsis.** The next section describes MSC Basic Scheme, followed by sections describing MSC Alternate Scheme and early results.

II. BACKGROUND

**Tensor notation.** Throughout this paper, Einstein notation is used to represent tensor components and operations. Thus,
$A_{mn}$ refers to component $(m,n)$ of the rank-2 tensor $A$. Repetition of indices implies a summation over those particular indices. An important tensor operation is the contraction of indices (denoted by ‘:’). E.g., $C_{mnkt}D_{k\ell} = \sum_{k} \sum_{\ell} C_{mnkt}D_{k\ell} = E_{mn}$ and yields a rank-2 tensor.

**MSC Basic Scheme.** The MSC Basic Scheme is a fixed-point iterative numerical method that computes local stress and strain fields using Hooke’s law. In this FFT-based PDE solver, the microstructure (arrangement of grains in the composite material) is discretized onto a regular grid and a PDE with periodic boundary conditions is formulated using the stress-strain constitutive relation and equilibrium conditions. The MSC Basic Scheme is enumerated as follows. Strain and stress tensor fields at 3-D grid point $x$ are denoted by $\epsilon(x)$ and $\sigma(x)$ respectively. $C_{mnkt}(x)$ is the rank-4 stiffness tensor at $x$. $E$ is initial average strain. The Green’s operator in Fourier space at frequency point $\xi$ is $\Gamma_{mnkt}(\xi)$. The convergence error is $e_s$ and tolerance error is $e_{tot}$. $\Delta \epsilon_{kl}$ is the computed perturbation in component $(k, \ell)$ of the strain tensor. Superscripts indicate iteration number. The iterative scheme continues till convergence is reached. For more details, refer to [4] and [5].

**Algorithm.** Initialize strain $\epsilon^0$ and stress $\sigma^0$.

$$
\epsilon^0 \leftarrow E, \quad \sigma^0_{mn}(x) \leftarrow C_{mnkt}(x) : \epsilon^0_{k\ell}(x)
$$

While $e_s > e_{tot}$, proceed with following steps.

   $$
   \hat{\sigma}^0_{mn}(\xi) \leftarrow \text{FFT}(\sigma^0_{mn}(x))
   $$
2. Check convergence in Fourier domain for computational efficiency as advised in [5].
3. Fourier domain convolution with Green’s function.
   $$
   \Delta \epsilon^{i+1}_{kl}(\xi) \leftarrow \hat{\Gamma}_{k\ell,mn}(\xi) : \hat{\sigma}^i_{mn}(\xi)
   $$
4. Update strain in Fourier domain.
   $$
   \epsilon^{i+1}_{k\ell}(\xi) \leftarrow \hat{\epsilon}^i_{k\ell}(\xi) - \Delta \epsilon^{i+1}_{k\ell}(\xi)
   $$
5. Inverse transform updated strain field.
   $$
   \epsilon^{i+1}_{k\ell}(x) \leftarrow \text{iFFT}(\epsilon^{i+1}_{k\ell}(\xi))
   $$
6. Update stress field.
   $$
   \sigma^{i+1}_{mn}(x) \leftarrow C_{mnkt}(x) : \epsilon^{i+1}_{k\ell}(x)
   $$

The convolution with Green’s function requires computation of 3D FFTs of tensor components of the stress field, hence the need for extensive resources for large grids. Other quantities such as crystallographic angles and stiffness tensors are stored and updated at each grid point. Hence, a simulation size of 1,024 x 1,024 x 1,024 is also a large-scale dataset. The MSC Basic Scheme is implemented in Fortran serial and MPI parallel version with FFTW [6].

**III. MSC ALTERNATE SCHEME**

This section describes the proposed algorithm, designed to be implemented on a CPU-GPU setup. For the purpose of algorithm development, a MATLAB-Fortran workflow has been used to build a prototype and analyze preliminary results.

**Overview.** Initialization of the problem is performed on the CPU side. In the 3-D composite volume, we observe that grain interiors have smooth stress and strain fields that are compressible. Hence, an irregular domain decomposition method is used to decompose the volume into smaller domains (grains) with smooth fields. The smooth fields are compressed to data models that are communicated to $J$ GPUs, thus reducing data movement and ensuring that GPU memory is sufficient to process the grain volume. Fixed-point iterations are performed on the GPU side. In each GPU-based iteration, domain-local FFTs are used for convolution of the stress field of a single grain $\sigma_{\text{grain}}(x)$ with the Green’s function in the Fourier domain. We use the term domain-local to refer to FFT of the signal on each grain. The local convolution result $(\Delta \epsilon_{\text{local}}(x))_j$ (where $j$ refers to the GPU ID), is compressed using adaptive subsampling. Then, GPUs communicate between each other to transfer the compressed $(\Delta \epsilon_{\text{local}}(x))_j$. The effect of convolution is summarized by the $\Delta \epsilon_{\text{total}}(x)$ field, which is the sum over all local convolutions $(\Delta \epsilon_{\text{local}}(x))_j$. Once the effect of convolution from other grains has been taken into account, corresponding strain $(\Delta \epsilon_{\text{grain}}(x))$ is extracted from $\Delta \epsilon_{\text{total}}(x)$ by each GPU. Now stress and strain fields can be updated locally for the grain. After this step, the GPU part of the code is parallel for grain volumes and stress update for the grain is a self-contained problem. The algorithm flow is summarized in Figure 2.

**CPU Algorithm.** Initialize strain $\epsilon^0$ and stress $\sigma^0$.

$$
\epsilon^0 \leftarrow E, \quad \sigma^0_{mn}(x) \leftarrow C_{mnkt}(x) : \epsilon^0_k(x)
$$

1. Decompose 3-D volume into grains (irregular domains) using windows.
2. Apply lossy compression to stress, strain fields in each grain.
3. Communicate data models to GPUs.

**GPU Algorithm.** Reconstruct stress and strain fields for grain. While $e_s > e_{tot}$, proceed with following steps.

1. Compute domain-local FFT of stress field for grain.

![Fig. 2. CPU and GPU tasks for proposed MSC Alternate Scheme. Boxes highlighted in red are discussed in section III.](image)
\( \hat{\sigma}_{\text{grain}}^{i} (\xi) \leftarrow \text{Domain-local FFT}(\sigma_{\text{grain}}^{i} (x)) \)

2) Compute Fourier domain convolution.
\[
\Delta \hat{\epsilon}_{\text{local}}^{i+1} (k^2) \leftarrow \Gamma_{ktm} (\xi) \cdot \Delta \hat{\sigma}_{\text{grain}}^{i+1} (k^2) \]
3) Inverse transform to get updated strain \( \Delta \epsilon_{\text{local}}^{i+1} (x) \leftarrow \text{IFFT}(\Delta \hat{\epsilon}_{\text{local}}^{i+1} (k^2)) \)
4) Compress sub-sampled field around grain. Communicate to other GPUs.
5) Obtain summarized convolution result \( \Delta \epsilon_{\text{total}}^{i+1} \) by summing \( \Delta \epsilon_{\text{local}}^{i+1} \) from other GPUs.
\[
\Delta \epsilon_{\text{total}}^{i+1} (x) = \sum_{j=1}^{J} (\Delta \epsilon_{\text{local}}^{i+1} (x)) \]
6) Obtain \( \Delta \epsilon_{\text{grain}}^{i} \) in local grain volume from summarized convolution results using corresponding window \( W(x) \).
\[
\Delta \epsilon_{\text{grain}}^{i+1} (x) = \Delta \epsilon_{\text{total}}^{i+1} (x) \cdot W(x) \]
7) Update strain.
\[
\epsilon_{\text{grain}}^{i+1} (x) = \epsilon_{\text{grain}}^{i} (x) - \Delta \epsilon_{\text{grain}}^{i+1} (x) \]
8) Update stress.
\[
\sigma_{\text{grain}}^{i+1} (x) \leftarrow C_{mnk} (x) \cdot \epsilon_{\text{grain}}^{i+1} (x) \]
9) Check convergence.

**Irregular Domain Decompositions.** The large 3-D volume is decomposed into smaller volumes (grain interiors) using windows. Number of voxels to be excluded at the grain boundary must be specified depending on the requirements of the simulation. For the test case discussed in this paper, we use a dataset with cubic grains. The cubical shape makes it easier to test the prototype with simple tapering windowing techniques such as trapezium or Tukey windows.

Datasets with irregular grains present a challenge in description of smooth regions because they do not have a compact representation. More complicated pre-processing is used in such cases. For example, a heuristic packing algorithm is used to pack the irregular shape with compressible regular shapes (such as rectangles or ellipsoids).

**Lossy Compression.** Lossy compression methods can lead to higher compression as compared to lossless methods [7], [8], [9]. A number of lossy compression techniques are being increasingly used to deal with the problem of storing exponentially growing scientific data [10], [7]. One such scheme is ISABELA [11], which uses sorting and B-spline fitting [12] to compress random, noisy data. However, there is a tradeoff between compression ratio and error because indices of the sorted data have a storage requirement. In our case, we observe that grain interiors have smooth stress and strain fields. Hence, there is no need for sorting data. The stress field in each XY-plane of the windowed grain volume is modeled using cubic B-splines, which gives high compression ratios.

**Domain-local FFTs.** For large grids, GPU memory is a limiting factor in computing Fourier domain convolution of the \( N_1 \times N_2 \times N_3 \) stress signal with Green’s function. However, by processing each grain separately on the GPU and using adaptive downsampling, we can compute the full convolution without storing entire large 3-D signals.

FFT of the sub-volume is computed pencil-wise, one dimension at a time. Pencils which are all zeros can be ignored. Transformation in the X-dimension gives a beam of \( N_1 \times k_2 \times k_3 \) non-zeros. By transforming in Y dimension, we get a slab of \( N_1 \times N_2 \times k_3 \) non-zeros. This is illustrated in Figure 4. In the Z-dimension, we transform one pencil at a time. Then, element-wise convolution is performed with Green’s function, which is computed at required frequency points using the closed form in [4]. The pencil is immediately inverse transformed so that \( N_1 \times N_2 \times N_3 \) grid does not need to be stored. Since the Green’s function is rapidly decaying in space domain, convolution of the two signals results in a low-magnitude and low-varying field in the volume surrounding the grain. This important observation allows us to develop an adaptive downsampling scheme to compress the convolution result and further reduce memory required. Low-resolution sampling is used in the low-varying part and sampling rate is higher around grain boundary. This is illustrated for a 1-D example in Figure 3. Similarly in 3-D, downsampling in the areas around the \( k_1 \times k_2 \times k_3 \) sub-volume yields a compressed model of the convolution result in that region.
and compression ratio (CR) with respect to original memory requirement is as shown. For lower GBW (thinner boundaries), CR is higher. Reconstruction accuracy for grain interior is not affected adversely although low GBW might introduce more error at grain boundaries. Domain scientists can select appropriate boundary width required to study various physical phenomena while keeping this trade-off in mind. High compression and low error for very large grain sizes justifies using lossy compression since we have higher savings in memory and communication cost than smaller grains.

**TABLE II**

**RECONSTRUCTION ERROR AND COMPRESSION RATIO**

<table>
<thead>
<tr>
<th>Grain Size</th>
<th>64³</th>
<th>128³</th>
<th>128² × 8</th>
<th>256² × 8</th>
<th>512² × 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>RE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Grain Boundary Width = 4

| RE                  | 1.49% | 1.11% | 0.52% | 0.44% | 0.41% |
| CR                  | 2.48  | 8.01  | 5.47  | 3.13  | 28.69 |

Grain Boundary Width = 8

| RE                  | 1.99% | 1.25% | 0.51% | 0.43% | 0.38% |
| CR                  | 1.46  | 4.19  | 3.37  | 7.32  | 15.29 |

**TABLE III**

**ERROR IN CONVOLUTION BY LOCAL FFT METHOD**

<table>
<thead>
<tr>
<th>Grain Size</th>
<th>64³</th>
<th>128³</th>
<th>128² × 8</th>
<th>256² × 8</th>
<th>512² × 8</th>
</tr>
</thead>
<tbody>
<tr>
<td>Error(%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Grain Boundary Width = 8

| Error(%)            | 1.79  | 3.03  | 3.74 · 10⁻¹⁴ | 4.11 · 10⁻¹⁴ | 4.32 · 10⁻¹⁴ |

**Domain-local FFTs.** Using domain-local FFTs introduces some approximations due to the post-convolution down sampling of the smooth field around the grain. Table III shows error in convolution result for various grain sizes when domain-local FFT is used to compute convolution grain-by-grain. When field around the grain is downsampled by a factor of 8, memory required for grains of size 64³ and 128³ is reduced to only 12.7% of original value. This enables computation of the convolution on the limited resources of a GPU but grain edges show larger error. An adaptive method can be used to reduce this error by sampling more finely at the edges, with tradeoffs in compression. For example, down sampling by a factor of 2 reduces convolution error for these grains to 0.52% and 0.92% respectively and increases memory requirement by up to 1%.

**Sample convergence results.** Next, we confirm that our method converges in a comparable number of iterations from the original method. In the MSC Alternate Scheme, n lower cost iterations of the fixed-point method are to be performed on GPUs. A few (3 to 4) high cost iterations are performed using the MSC Basic Scheme on the CPU side as a part of initialization to reduce approximation errors in the final answer. The plots in Figures 5 and 6 show the convergence of stress and strain fields in MSC Basic Scheme and MSC Alternate Scheme for different values of n in a simulation of size 128 × 128 × 128. We observe that for equal error thresholds for both methods, number of iterations for convergence changes depending on n, but not drastically. For this test example with n = 7, 10, 15, the simulations converge to a final answer with a deviation of about 2–4% from the original (n = 0). This deviation can be due to convergence to a different local minimum. Additionally, B-spline compression on grain interiors smooths out artifacts which are otherwise carried forward in MSC Basic Scheme iterations.

**V. CONCLUSIONS**

The proposed MSC Alternate Scheme is a co-design of algorithm and software for heterogeneous platforms that enables scaling of stress-strain simulations to large grids by overcoming high memory requirements and communication bottlenecks. The algorithm uses lossy compression and domain-local FFTs to perform iterations with a lowered cost, which converge to the same solution as the MSC-Basic Scheme with a small accuracy tradeoff, as is seen in proof-of-concept results presented here. The analysis presented here is an important step in the process of algorithm development at large scales. Ongoing work includes using a setup of CPUs and GPUs to implement the MSC-Alternate Scheme to observe performance metrics on varied datasets.
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**Fig. 5.** Convergence in stress for problem size 128³. Number of iterations for convergence changes based on n, the number of iterations performed on GPUs using approximations.

**Fig. 6.** Convergence in strain for problem size 128³. Strain converges more rapidly than stress in both MSC Basic and MSC Alternate Schemes.
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